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ABSTRACT

Monolithic 3D (Mono3D) is a three-dimensional integration tech-
nology that can overcome some of the fundamental limitations
faced by traditional, two-dimensional scaling. This paper analyzes
the unique thermal characteristics of Mono3D ICs by simulating
a two-tier flip-chip Mono3D IC and highlights the primary differ-
ences in comparison to a similarly-sized flip-chip TSV-based 3D IC.
Specifically, we perform architectural-level thermal simulations for
both technologies and demonstrate that vertical thermal coupling is
stronger in Mono3D ICs, leading to lower upper tier temperatures.
We also investigate the significance of lateral versus vertical flow
of heat in Mono3D ICs. We simulate different hot spot scenarios
in a two-tier Mono3D IC and show that although the lateral heat
flow is limited as compared to TSV-based 3D ICs, ignoring this
mechanism can cause nonnegligible error (∼ 4 ◦C) in temperature
estimation, particularly for layers farther from the heat sink. In
addition, we show that with increasing interconnect utilization
(due to the contribution of Joule heating to overall temperature),
the on-chip temperatures and the significance of lateral heat flow
within the two-tier Mono3D IC also increase. Finally, we discuss
potential opportunities in Mono3D ICs to enhance their thermal
integrity.
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Figure 1: Two 3D integration technologies: (a) TSV-based 3D

integration, and (b) Mono3D integration with MIVs

1 INTRODUCTION

Two-dimensional scaling of transistors is reaching its limits due
to factors such as (i) lithographic challenges, (ii) increasing power
densities and related thermal challenges, (iii) on-chip communi-
cation overhead as metal wires typically scale less than scaling
of transistors, and (iv) increasing manufacturing cost [8]. Three-
dimensional integrated circuits (3D ICs) are highly promising as
they can mitigate the interconnect related challenges and provide
a significant boost in performance and power, while also reducing
the chip footprint as compared to two-dimensional ICs.

Two major types of 3D integration are sequential Mono3D pro-
cess and through silicon vias (TSV)-based 3D process, as illustrated
in Fig. 1 [15]. Mono3D is an emerging 3D integration technology
where the tiers are fabricated sequentially and interconnected using
nanoscale monolithic inter-tier vias (MIVs). Sequential integration
in Mono3D results in thin tiers (∼ 500 nm) that are separated by
an inter-layer dielectric (ILD) (SiO2) with a thickness in the range
of tens of nanometers [18].

Alternatively, in TSV-based 3D ICs, the tiers originate from sep-
arately fabricated wafers. As such, each tier is substantially thicker
compared to Mono3D ICs. These tiers are interconnected using
micrometer scale TSVs and are integrated with a thick insulating
bonding layer [18]. This significant difference between the size of
a TSV (several micrometers) and an MIV (nanometers) not only
affects the integration density, but also the chip-level power and
performance characteristics. For example, a practical TSV with sev-
eral micrometers of diameter exhibits a capacitance in the range
of tens of femtofarads, which is equivalent to approximately 100
gates (with fanout of two) in a relatively old 45 nm technology
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node [20, 25]. In the 7 nm technology node, a TSV is equivalent
to approximately several thousand gates, thereby consuming sig-
nificant dynamic power and causing RC delay. Furthermore, the
keep-out zone around a TSV (i.e., region that should be free of tran-
sistors due to undesirable TSV effects such as stress and threshold
voltage variation) exacerbates these issues.

Thus, Mono3D ICs with MIVs not only reduce the overall foot-
print and increase integration density, but also significantly enhance
the power and performance characteristics. For example, a two-tier
Mono3D IC has been shown to potentially achieve up to a 50%
reduction in die size and ∼50% reduction in power compared to
its 2D counterpart at the same feature size, providing advantages
equivalent to a generation of dimensional scaling [1, 12, 26, 28].
The key advantages of Mono3D ICs can be summarized as: (i)
smaller chip footprint, (ii) significant performance enhancements
and power savings due to the increased bandwidth and reduced
wire length, and (iii) reduced on-chip communication overhead as
a result of shorter interconnects.

A primary and well-known limitation facing 3D ICs is effective
heat dissipation, particularly from the upper tiers (see Figure 2a
for upper/bottom tiers). In Mono3D ICs, additional thermal issues
can arise due to very dense device integration, routing congestion
(which may contribute to Joule heating), and strong thermal cou-
pling among tiers, which exacerbates the effects of thermal hot spots.
These factors differentiate Mono3D technology from TSV-based
3D ICs. Furthermore, Mono3D process requires low temperature
fabrication steps to protect the devices within the bottom tier. To
withstand higher temperatures on the bottom tier, tungsten-based
interconnects have been proposed [2]. However, such methods also
increase the vertical thermal resistance and lead to performance
degradation and higher on-chip temperatures [14, 19].

Overall, Mono3D ICs face unique thermal issues during both
fabrication and design stages. This paper discusses these thermal
challenges and also the opportunities to mitigate them. The main
contributions of this work are as follows:

(1) We model and compare Mono3D and TSV-based two-tier 3D
ICs in terms of inter-tier thermal coupling. We further inves-
tigate the effects of thermal coupling on circuit temperatures
for these technologies.

(2) We present an architectural-level thermal analysis on the
lateral and vertical heat flow in a two-tier Mono3D IC. We
show that lateral heat flow plays an important role with
increasing distance from the heat sink and in scenarios with
high-density hot spots on the upper tier.

(3) We model different utilization levels of the interconnects
to represent various application behaviors (slightly, moder-
ately, and highly parallel), and calculate the effect that such
application scenarios have on circuit temperature and lateral
versus vertical heat flow.

The rest of the paper is organized as follows. Section 2 briefly
discusses the differences between Mono3D and TSV-based 3D in-
tegration technologies, followed by a summary of recent work on
thermal management in Mono3D ICs. In Section 3, we investigate
the unique thermal issues faced by Mono3D ICs. We then discuss
a few opportunities to enhance thermal integrity of Mono3D ICs
in Section 4. Finally, we conclude in Section 5.

2 BACKGROUND

In the following subsections, we discuss how Mono3D differs from
TSV-based 3D ICs. We also describe the recent work in Mono3D
ICs with a focus on thermal issues.

2.1 Mono3D versus TSV-based 3D Integration

Mono3D and TSV-based 3D integration technologies differ in many
aspects. In TSV-based 3D technology, the device layers are thicker
(tens of µm) because each device layer (tier) has its own substrate.
Although the thicker substrates improve the lateral heat spreading,
they also result in high vertical thermal resistance. In addition, the
TSVs exhibit large physical dimensions (5-100 µm) and facilitate the
flow of heat vertically. However, the presence of a thick bonding
layer (∼ 2.5 µm) between the device layers impedes the flow of heat
both vertically and laterally from the upper tier to the bottom tier,
thereby, degrading the overall conductivity of the 3D IC [18].

On the other hand, the device layers in Mono3D ICs are much
thinner (100-500 nm) due to which the lateral heat spreading ca-
pability reduces, thereby resulting in higher-density hot spots. In
addition, the size of the MIVs is similar to conventional metal vias
(nm) and therefore facilitate significantly denser device integra-
tion in Mono3D ICs. This dense integration, however, may cause
routing congestion and exacerbated Joule heating [3, 27].

2.2 Thermal Management in Mono3D ICs

Recent works in Mono3D ICs have focused on alleviating the ther-
mal challenges stated in the previous section. Samal et al. show that
optimizing PDN design styles can increase thermal conductivity in
Mono3D ICs and further lead to reduction in on-chip temperature
by up to 5% [17]. Wei et al. further show that ignoring PDNs in
thermal models can result in overestimation of steady-state tem-
perature in Mono3D ICs [24]. Iqbal et al. propose the use of nano
pillars for extracting heat from selected hot spot regions without
interfering with the vias [9]. Such techniques improve thermal
conductivity, thus, coupling, which allows heat to flow faster. In
another work, Samal et al. show that the lateral flow of heat is
negligible in Mono3D ICs and then build a non-linear regression
model for temperature estimation of the tiers [18]. However, their
thermal analysis lacks a wide coverage of different power profiles.

Tier partitioning and floorplanning are also important design
optimization decisions for Mono3D ICs with implications on tem-
perature. Kim et al. propose four-tier partitioningmethods, in which
a 2D placement policy is applied to an initial 2D design to partition
cells recursively and build a four tier Mono3D design with MIVs
[10]. Another 3D placement technique minimizes wire length while
reducing routing congestion [13]. Pletea et al. provide a logic and
memory partitioning scheme for Mono3D ICs with large memories
using 2D EDA tools [16]. Another recent approach uses simulated
annealing to iteratively partition the cells into different tiers while
minimizing wire length [6]. Guler et al. utilize simulated annealing
to floorplan circuits withMono3D technology at diverse integration
granularities (block, gate, and transistor levels) [7]. Their floorplan-
ner creates a hybrid Mono3D design that minimizes the area, wire
length, and power consumption.



 

 

Figure 2: Cross-section of a flip-chip stack for (a) two-tier

Mono3D IC, (b) two-tier TSV-based 3D IC. These structures

are input into the thermal simulator for thermal analysis.

3 INSIGHTS ON MONO3D THERMAL

ANALYSIS AND THERMAL INTEGRITY

In this section, we present architectural-level insights on thermal
challenges faced by the Mono3D integration technology. We begin
by comparing a two-tier Mono3D IC to a TSV-based 3D IC to in-
vestigate and quantify the distinct thermal characteristics of these
technologies. We then analyze further the lateral and vertical heat
flow in Mono3D ICs under different hot spot scenarios. In addition,
we investigate the effect of different interconnect utilization levels
on lateral versus vertical heat flow and on-chip temperatures. All
of the analyses in this paper are performed using the architectural-
level HotSpot-6.0 thermal simulator [22].

3.1 Inter-Tier Thermal Coupling in Mono3D

versus TSV-based 3D

In this section, we study the differences in the thermal character-
istics of TSV-based and Mono3D ICs. For this study, we model a
flip-chip two-tier Mono3D and TSV-based 3D IC in HotSpot-6.0,
with a heat sink mounted on top of the bottom tier (see Figure
2). We model all of the metal layers of both tiers in the Mono3D
IC since each layer has comparable thickness. For a fair compar-
ison between the two ICs, we also model the metal layers in the
TSV-based 3D IC. In addition, HotSpot-6.0 supports features for
heterogeneous modeling within a layer in a chip stack [11]. We use
this functionality to model the TSVs along with silicon in the upper
tier. However, we do not model the MIVs in the Mono3D IC since
the size of the MIVs in the nanometer range is not practical for
architecture-level analysis. Furthermore, ignoring MIVs underesti-
mates the vertical heat flow in Mono3D technology, ensuring that
our model presents a pessimistic analysis. Investigating the impact
of MIV on temperature characteristics remains as future work that
focuses on layout-level temperature estimation.

To study the thermal behavior of the two ICs, we model a 10 mm
× 10 mm chip. Further, we model the TSVs as 4 TSV arrays, each
of dimension 5 mm x 200 µm × 33 µm (length × width × height),
passing through the upper tier, bulk silicon, and bonding layer. We

 

Figure 3: Top view of the upper tiers with four hot spots in

(a) TSV-based 3D IC, and (b) Mono3D IC.

then place a hot spot at the center of the bottom tier and 4 hot
spots in the upper tier. All of the hot spots are of size 400 µm × 400
µm. The bottom and the upper tiers consume a background power
density of 25 and 30 W/cm2, respectively. In addition, we assign
5% of the total power consumed by the tiers to the interconnects.
Of that 5%, we assign 20% to the TSVs. The power densities are
selected to ensure that the on-chip temperatures do not exceed
110 ◦C [23]. Since hot spot power densities in future processors are
expected to reach up to 2 kW /cm2, we assign each hot spot a power
density of 750 W/cm2 (to keep maximum on-chip temperature
below 110 ◦C) [21]. The steady-state thermal maps obtained from
the HotSpot thermal simulations are shown in Figure 4. The figures
also illustrate the lateral heat spreading between the hot spots and
cooler regions of the chip.

As shown in Figures 4a and 4b, hot spots in the upper tier reach
very high temperatures (∼ 109 ◦C) in the TSV-based 3D IC. The
same locations on the bottom tier are approximately 38 ◦C cooler,
thus, indicating weak vertical thermal coupling between the tiers.
There are two main reasons for the observed weak vertical thermal
coupling: (i) distance of the upper tier from the heat sink, and (ii)
presence of an insulating bonding layer between the tiers. Note
that the hot spot at the center of the bottom tier has a negligible
effect on the center of the upper tier. This is because the vertical
heat flow path from the bottom tier to the heat sink exhibits a lower
thermal resistance due to the shorter distance and absence of an
insulating layer.

On the other hand, Figures 4c and 4d illustrate that hot spots on
the upper tier of Mono3D IC lead to similar hot spots on the bottom
tier, reaching a temperature of ∼ 77 ◦C. Overall, the temperature
distribution among the two tiers varies up to only ∼ 4 ◦C, while
the temperature difference in TSV-based 3D IC reaches up to 38 ◦C.
Note that the hot spots in Mono3D IC are more localized than those
in TSV-based IC, thus, demonstrating that Mono3D technology
exhibits lower lateral thermal coupling within a tier. Despite the
reduced lateral thermal coupling in Mono3D IC, the maximum
on-chip temperature is lower due to the stronger vertical inter-
tier coupling as compared to TSV-based 3D IC. This, as a result,
indicates enhanced overall thermal coupling in Mono3D ICs.

3.2 Significance of Lateral versus Vertical Heat

Flow in Mono3D ICs

In this section, we explore the significance of lateral versus vertical
heat flow in Mono3D ICs. The chip stack used for this analysis is
the same as shown in Figure 2a. We use the HotSpot simulator to



(a) (b) (c) (d)

Figure 4: Thermal maps of (a) bottom tier and (b) upper tier of the TSV-based 3D IC, respectively, and (c) bottom tier and (d)

upper tier of the Mono3D IC, respectively.
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Figure 5: Effect on chip temperature and lateral heat flow

modeling when a single hot spot is at the center of each tier.

evaluate the induced errors in on-chip temperatures when lateral
modeling is turned off for the nanoscale layers. We simulate two
scenarios for this study. In the first scenario, we simulate a 10 mm
× 10 mm chip with a single hot spot at the center of each tier.
Each hot spot is of size 200 µm × 200 µm with a power density of
1,600 W/cm2. We set the background power density of the upper
and bottom tiers to 50 and 40 W/cm2, respectively. We report the
maximum and mean temperatures across the two cases of modeling,
i.e., with lateral modeling turned on and turned off. As shown in
Figure 5, the maximum difference in on-chip temperature can reach
∼ 4 ◦C for layers that are at ∼ 90 µm distance from the heat sink.
This difference is highest at the hot spot locations and the area
around the hot spots. Note that the bottom and the upper tiers are
at a distance of 76 and 77.48 µm from the heat spreader, respectively.

In the second scenario, we simulate two 10 mm × 10 mm chips
(see Figure 6) with hot spots consuming ∼ 10% of the total chip
area. In both chips, we place hot spots in the upper tier to produce
high on-chip temperatures. The background power density of the
upper and bottom tiers is set to 25 and 20 W/cm2, respectively,
while the hot spot power density is set to 1,000 W/cm2. The size
of each hot spot in the chip with scattered hot spots is 200 µm
× 200 µm. The first chip with lumped hot spots results in higher
on-chip temperatures, while the second chip with scattered hot

Figure 6: Top view of the upper tier with 10% hot spot area.

Chip 1 contains lumped hot spots, while chip 2 contains scat-

tered hot spots. The graphs show maximum on-chip tem-

peratures and significance of lateral heat flow modeling in

chips 1 and 2.

spots (i.e., with high power density spread across the chip) has
lower temperature owing to higher lateral heat flow from hotter to
cooler regions. When lateral modeling is turned off, the second chip
is expected to show higher inaccuracy in on-chip temperature, as
illustrated in Figure 6. According to this figure, for the layers away
from the heat sink, the inaccuracy in on-chip temperatures increases
to several degrees. Furthermore, the inaccuracy is observed to be
the highest (∼ 2 ◦C) in the areas next to the hot spots.

3.3 Thermal Impact of Interconnect Utilization

in Mono3D ICs

In this section, we investigate the thermal impact of various inter-
connect utilization levels on lateral and vertical heat flow as well
as on-chip temperatures. The utilization level of the interconnects
is representative of the extent of parallelism within an application.



To perform this analysis, we first fix the total power budget of the
Mono3D chip stack. We then vary the ratios of power distribution
between the active tiers and the interconnects. We then run ther-
mal simulations using HotSpot-6.0 to analyze how these utilization
levels affect the thermal profile and lateral versus vertical heat flow
in a Mono3D IC.

We set the power profile of the Mono3D IC to ensure that the
maximum on-chip temperature does not exceed ∼ 110 ◦C. We set
the total power budget to 90 Watts and vary the ratio of power
assigned to the interconnects versus the active tiers. The ratio rep-
resents three kinds of application behaviour: light (30:70), moderate
(50:50) and extensive (70:30) parallelism. We then distribute the
interconnect power linearly between metal layers 1-8, with metal
8 consuming the highest power. We test two hot spot scenarios:
(i) high density hot spots at the center of both the tiers, and (ii)
multiple high density hot spots in the upper tier alone (one at the
center and four at the center of each quadrant of the upper tier).
Each hot spot, in both the scenarios, is of size 400 µm × 400 µm.

In the scenario with a single hot spot on each tier, we set the
hot spot power density to 1,300, 1,500, and 1,700 W/cm2. For the
multiple hot spot scenario, we set each hot spot power density to
1,600, 1,800 and 2,000 W/cm2. We then run thermal simulations
with HotSpot to obtain the steady-state thermal profile of the chip.
Figures 7 and 8 show the on-chip temperature and the significance
of modeling lateral heat flow with increasing distance from the heat
sink, as the metal utilization increases from 30% to 70%. In both
scenarios, we find that as the interconnect power increases, the
difference in temperatures between w/ and w/o lateral heat flow
modeling slightly increases. In addition, with increasing metal uti-
lization, the maximum on-chip temperature also increases slightly
(∼ 1.2 ◦C). This behavior is because metal layers of the upper tier
comprise global interconnect layers, which exhibit higher vertical
thermal resistance. As a result, ignoring lateral heat flow induces a
greater error in the reported temperatures of the Mono3D IC. Note
that this error increases with increasing distance from the heat sink,
showing that lateral heat flow modeling is relatively more impor-
tant for layers that are farther away from the heat sink. In addition,
due to strong vertical thermal coupling, the increase in maximum
on-chip temperature is less. Furthermore, with lateral modeling
enabled, it takes ∼ 18 minutes to run a steady-state HotSpot simu-
lation for a two-tier Mono3D IC with 100 × 100 grids (per layer),
while it takes ∼ 13 minutes to simulate the same Mono3D IC with
lateral modeling disabled.

4 OPPORTUNITIES TO ENHANCE THERMAL

INTEGRITY IN MONO3D ICS

Some of the unique Mono3D technology characteristics can be
leveraged to mitigate thermal issues. For example, the bottom tier
in existing Mono3D processes has limited number of metal layers
(typically in the range of 2 to 3) since additional metal layers in-
troduce significant fabrication challenges for top tier devices [4, 5].
Thus, a majority of the hot spots are expected to be within the top
tier. Furthermore, logic gates within the bottom tier are likely to
rely on the metal layers located within the top tier, particularly
for global interconnections. Joule heating will therefore be more
dominant within the top tier. These characteristics can be leveraged
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to reduce computational complexity of temperature analysis by
nonuniform grid sizes depending upon the tier.

Furthermore, unlike TSV-based 3D ICs, Mono3D technology per-
mits circuit partition at different granularities (transistor-level, gate-
level, and block-level) with important implications to on-chip tem-
perature. For example, a transistor-level partitioning can achieve
the highest integration density, but it can also cause hot spots that
span multiple tiers since an aggressor block that generates signif-
icant heat needs to be partitioned into two tiers. This flexibility
in partitioning can be utilized to develop a thermally-optimum
distribution of transistor-, gate-, and block-level partitioning for
a Mono3D chip, given a set of system-level parameters. This ap-
proach can play a key role to mitigate the effects of strong inter-tier
thermal coupling while also ensuring interconnect latency con-
straints. A typical example is to partition a processing unit with
memory where the two elements should have spatial proximity to



ensure fast read/write cycles, but also sufficient thermal isolation
to prevent higher leakage current due to elevated temperatures of
the memory.

As demonstrated in the previous section, in Mono3D ICs, the
vertical heat flow is relatively stronger as compared to lateral flow.
Thus, there is room for improvement by optimizing the on-chip
interconnects to ensure sufficient lateral heat flow. This character-
istic is highly distinct from TSV-based 3D ICs where the number of
TSVs has considerable impact on on-chip temperature since vertical
heat flow is highly restricted. Alternatively, in Mono3D ICs, it is
expected that the on-chip global interconnects (particularly the
power and ground networks that do not introduce switching activi-
ties) play an important role to enhance lateral heat dissipation. This
characteristic is supported by simulations in the previous section
where the difference in temperature between w/ and w/o lateral
heat flow modeling increases with increasing interconnect power.

The strong vertical thermal coupling and limited lateral coupling
also motivate thermally-aware design-time and runtime optimiza-
tions specific to Mono3D. For example, a floorplanning technique
can co-optimize both tiers together to avoid placing high-density
blocks in the same vertical line. Similarly, runtime techniques (such
as task allocation or operating mode of the cores) can also be de-
signed to avoid very high temperatures by monitoring the cores on
both tiers together. In addition, we demonstrate that the lateral heat
flow between the hot spots and the cooler region in Mono3D is
confined. This behavior can be leveraged in floorplanning because
two neighbouring hot spots may not have a significant impact on
one another.

5 CONCLUSIONS

Wemodel a flip-chip two-tier Mono3D IC and a TSV-based 3D IC to
compare the thermal characteristics of the two technologies. These
models include the metal layers, bulk silicon, active tiers, bonding
layer and ILD. It is observed that Mono3D technology exhibits
strong vertical thermal coupling with relatively homogeneous tem-
perature distribution across both the bottom and the upper tiers.
This characteristic is in contrast with the TSV-based 3D IC, where
the upper tier reaches very high temperatures due to the presence
of the bonding layer and a longer resistive path to the heat sink.
We also demonstrate that despite the limited lateral flow of heat
in Mono3D (due to thin tiers), ignoring lateral heat propagation
for the layers farther from the heat sink can lead to inaccuracies in
estimating the on-chip temperatures (up to ∼ 4 ◦C). In addition, as
the interconnect utilization increases (i.e., more Joule heating due
to metal layers), both the maximum on-chip temperature and the
significance of modeling lateral heat flow slightly increase. Finally,
we discuss opportunities to enhance thermal integrity in Mono3D
ICs by leveraging some of its unique characteristics.
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